A Hamiltonian formulation for long internal waves
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Abstract

A novel canonical Hamiltonian formalism is developed for long internal waves in a rotating environment. This includes the effects of background vorticity and shear on the waves. By restricting consideration to flows in hydrostatic balance, superimposed on a horizontally uniform background of vertical shear and vorticity, a particularly simple Hamiltonian structure arises, which can be thought of as describing a nonlinearly coupled infinite collection of shallow water systems. The kinetic equation describing the time evolution of the spectral energy of internal waves is subsequently derived. In the high-frequency limit, the Coriolis effects may be neglected, and a family of stationary Kolmogorov solutions can be found, which includes the Garrett–Munk spectrum of oceanic internal waves.
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1. Introduction

The term ocean waves typically evokes images of surface waves shaking ships during storms in the open ocean, or breaking rhythmically near the shore. Yet much of the ocean wave action takes place underneath the surface, and consists of modulations not of the air–water interface, but of invisible surfaces of constant density. These internal waves are ubiquitous in the ocean, contain a large amount of energy, and affect significantly the processes involved in water mixing and transport.

Our knowledge of the typical scales and energy content of oceanic internal waves advanced significantly through improved and more widespread observations in the last few decades. In particular, an empirically based formula that Munk and Garrett developed in the 1970s (now called the Garrett–Munk spectrum of internal waves) synthesizes magnificently a seemingly universal distribution of energy among scales [1–3]. Description of modern observational work can be found in [4–8]. In particular, in [6] the deviation from the Garrett–Munk spectra are documented, and in [7] the dissipation rate of turbulent kinetic energy is measured. On the theoretical side, this distribution has been generally understood as due to the effects of nonlinear interaction among waves, amenable to a description based
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on kinetic equations analogous to the ones of statistical mechanics. Probably the first kinetic equation for internal waves was written in [9], though not within the frame of a Hamiltonian formalism.

A comprehensive review of a significant line of work developed in the 1970s and 1980s is provided in [10] and references therein. Some important references not cited there are [11–13]. More recent work includes, for example, [14] where a thorough perturbative Eulerian–Boussinesq approach in a non-rotating environment is developed. See [15–17] for a detailed discussion of the relation between the spectral tails of Lagrangian and Eulerian flow descriptions. One can also use ray theory to study internal wave scattering, as in [18], where the Doppler-spreading of short internal wave packets in the atmosphere and the ocean is studied or, as in [19], where the refraction of short oceanic internal waves by a spectrum of large amplitude inertia waves is considered.

Our work differs from the line reviewed in [10] in various ways. In [10] the wave dynamics is formulated in a fully Lagrangian framework, while our isopycnal formulation is Eulerian in the horizontal coordinates and Lagrangian in the vertical. To write down the equations of motion in the Lagrangian framework, the system’s Lagrangian is expanded in powers of the assumed small displacement of the fluid parcels. This description is therefore approximate even at the level of the dynamic equations of motion. Such a description fails to adequately describe the advection of small scale waves by larger scale flows, as well as the interaction of waves with the vortical part of motion. This is acknowledged in [10], which proposes as a challenge the rederivation of the kinetic equation in an Eulerian framework. In the present article, we fulfill this program, and use therefore as a small parameter not the small displacement of fluid parcels, but only the weakness of the nonlinear interaction among waves.

A fundamental question posed in the 1980s is whether the GM spectra is close to the statistical steady-state solution of the kinetic equation. The discussion in [10] indicates that GM is not inconsistent with the kinetic equation proposed, and may be close to being a steady-state solution. Recently, the authors have put forward two studies. One [20] shows that a power law spectrum which, in the high-frequency limit, is very close to GM, constitutes an exact analytical steady-state solution of a kinetic equation for hydrostatic flows described in isopycnal coordinates. The later study [21] shows that, in fact, GM itself is a member of a larger family of exact solutions to these kinetic equations, which also include much of the pattern of observed deviations from GM that have accumulated over the last few decades. The present article extends these results, by starting to build a theory that includes frequencies comparable to the rate of rotation of the Earth, and that accounts for the existence of large-scale horizontal eddies and vertical shear in the ocean, over which the internal waves are superimposed.

The main contribution of this paper is the development of a novel Hamiltonian formalism for the description of internal waves. Our approach is general enough to include the effects of the Earth’s rotation, of large-scale eddies and of vertical shear on the waves, yet exclusive enough in its assumptions to yield a relatively simple, manageable model. The main assumption is that the waves are long enough to be in hydrostatic balance, yet they live in horizontal scales shorter than those characterizing the underlying eddies. This allows us to consider as unperturbed flow an arbitrary layered distribution of potential vorticity and vertical shear—that is, potential vorticity and horizontal velocity profiles which adopt independent, horizontally uniform values at each depth. Such hydrostatically balanced, horizontally uniform, vertically varying profiles are quite representative of long waves in the real ocean; they arise due to the highly anisotropic nature of the ocean’s eddy diffusivity, which tends to homogenize the flow along isopycnal surfaces.

Hamiltonian structures for stratified incompressible flows have been the subject of active research over the last few decades. Though a complete review of the subject is outside the scope of this paper, we list here some of the most important results. The first paper to derive a Hamiltonian structure for stratified internal waves is probably [12], where a representation is proposed based on Clebsch-like variables. The resulting Hamiltonian is an explicit infinite power series of canonically conjugated variables. In [22], a Hamiltonian formalism for internal waves in isopycnal coordinates is developed. No hydrostatic approximation is invoked, and thus the resulting
Hamiltonian is expressed as an explicit power-series in the powers of the assumed small nonlinearity. Potential problems in using Clebsch variables for stratified flows have been addressed in [23,24]. Problems of describing the Hamiltonian structures to describe the interaction between wave and vortex modes are addressed in [25]. In addition to the references above, a non-canonical Hamiltonian structure based on a Lie–Poisson framework has been developed in [26,27]. More recently, two broad reviews on Hamiltonian structures for fluids have been published [28,29].

We choose to describe the flow in isopycnal coordinates, replacing the depth \( z \) by the density \( \rho \) as the independent vertical coordinate. The advantage of such semi-Lagrangian description is manifold. First, it eliminates the need to handle the vertical velocity explicitly, which renders the equations much more tractable. At a deeper level, it greatly simplifies the description of the interaction between waves and vorticity, since potential vorticity is preserved along particle trajectories, and these remain on isopycnals in the absence of vertical mixing. In particular, if the potential vorticity is uniform throughout an isopycnal surface, it remains so forever. This is the situations we choose to describe: a profile of vorticity which varies across surfaces of constant density, but is homogeneous along them. Such "pancake-like" profiles are quite representative of the intermediate scales in the ocean, smaller than the dominant eddies, but still containing a significant wealth of internal waves. Their dynamical origin can be sought in the marked contrast between the isopycnal and diapycnal turbulent diffusivities, which lead to a rapid homogenization of potential vorticity along isopycnal surfaces. Majda and Grote [30] find a remarkable set of exact solutions to reduced dynamical models displaying pancake formation. Modeling this scenario constitutes an intermediate step between considering irrotational frameworks, and studying the fully turbulent interaction between arbitrary profiles of vorticity and waves. Notice that strong rotation has the opposite effect, creating columnar structures, known as Taylor columns. The combined effect of rotation and stratification leads to the formation of dome vortices [31].

Finally, the equations in isopycnal coordinates are highly reminiscent of the equations for a shallow single layer of homogeneous fluid. We exploit this formal analogy to develop a Hamiltonian formalism for internal waves which extends naturally similar formalisms for shallow waters.

The plan of this paper is the following. In Section 2, we develop a hierarchy of Hamiltonian descriptions for long waves. Our goal here is to develop a general Hamiltonian formalism for nonlinear internal waves in a rotating environment, superimposed on a background of layered potential vorticity and horizontally uniform shear. However, we choose to do so in stages, starting in the simple context of linear, irrotational shallow water equations, and adding progressively nonlinearity, stratification, the Coriolis effect, and non-trivial potential vorticity. This not only clarifies the logic and essential simplicity of the structure of the final Hamiltonian, but also yields along the way a series of Hamiltonian structures for problems of intermediate simplicity. In Section 3, we derive kinetic equations for the time evolution of the energy spectrum of internal waves, based on the Hamiltonian description developed in the previous section. For this, we constrain ourselves to consider a neutral background with neither shear nor vorticity, yet keeping the Coriolis effect. Then, in Section 4, we discuss the high-frequency limit of these kinetic equations, where the Coriolis parameter becomes negligible. This was the situation considered in [20,21], where exact stationary solutions were found, in full agreement with the high-frequency range of the GM spectrum. Finally, in Section 5, we provide some concluding remarks, and discuss open problems for further research.

2. Hamiltonian formalism for long internal waves

In this section we develop a Hamiltonian formalism for long internal waves in a rotating environment. We choose to do so progressing through a hierarchy of models, which starts with linear, irrotational shallow water waves in a non-rotating environment, and ends up with fully nonlinear internal waves in a stratified and rotating environment, superimposed on an arbitrary layered distribution of potential vorticity.
2.1. Linear, non-rotating shallow waters

In non-dimensional form, the shallow-water equations take the form
\[ h_t + \nabla \cdot (h \vec{u}) = 0, \]
\[ \vec{u}_t + (\vec{u} \cdot \nabla) \vec{u} + \nabla h = 0. \]

Here \( h \) represents the height of the free-surface, and \( \vec{u} \) the horizontal velocity field. The height \( h \) has been normalized by its mean value \( H \), the velocity field \( u \) by the characteristic speed \( c \equiv \sqrt{gH} \) (here \( g \) is the gravity constant), the horizontal coordinates by a typical wavelength \( L \), and time by \( L/c \). Writing
\[ h = 1 + \eta, \]
and assuming that \( \eta \) and \( |u| \) are much smaller than 1, one obtains to leading order the linearized equations
\[ \eta_t + \nabla \cdot \vec{u} = 0, \]
\[ \vec{u}_t + \nabla \eta = 0. \]

At this linear level, the dynamics of waves and vorticity decouple, with the former satisfying the wave equation, and the latter remaining constant in time. In particular, if the flow is initially irrotational (i.e., \( \nabla \times \vec{u} = 0 \)), it will remain so forever. Hence we may restrict our attention here to irrotational flows. These may be described by a scalar potential \( \phi \), such that
\[ \vec{u} = \nabla \phi. \]

For such flows, the system in (3) and (4) reduces to
\[ \eta_t + \Delta \phi = 0, \quad \phi_t + \eta = 0. \]

This system is Hamiltonian, with
\[ H = \frac{1}{2} \int (\eta^2 + |\nabla \phi|^2) \, dx. \]

The Hamiltonian form of the equations is
\[ \eta_t = \frac{\delta H}{\delta \phi}, \]
\[ \phi_t = -\frac{\delta H}{\delta \eta}. \]

Notice that the Hamiltonian in (5) is the sum of the potential and kinetic energy of the system. The former is actually given by \( (1/2)(1 + \eta)^2 \), but the difference can be absorbed by a gauge transformation of the potential \( \phi \). Our goal is to preserve the essential simplicity of this formulation when we add nonlinearity, ambient rotation, stratification and vertical shear.

2.2. Nonlinear, non-rotating shallow waters

The fully nonlinear shallow-water equations in (1) and (2) are equivalent to the two-dimensional compressible fluid equations, for a polytropic gas with \( \gamma = 2 \). Here, waves and vorticity no longer decouple (in fact, the nonlinear
interaction of waves and vorticity is among the main theoretical obstacles to a full description of turbulence [32–34]). However, it is still true that a flow which starts irrotational stays so forever. Hence we may restrict ourselves to considering this scenario, introduce again the scalar potential \( \phi \), and rewrite (1) and (2) in the form

\[
ht + \nabla \cdot (h \nabla \phi) = 0, \quad \phi_t + \frac{1}{2} |\nabla \phi|^2 + h = 0.
\]

This system is also Hamiltonian, with

\[
H = \frac{1}{2} \int (h^2 + h|\nabla \phi|^2) \, dx,
\]

and canonical equations

\[
h_t = \delta H / \delta \phi, \quad \phi_t = -\delta H / \delta h.
\]

In this case, the Hamiltonian is the sum of the potential and kinetic energy, without qualifications.

2.3. Nonlinear, non-rotating, internal waves

The non-dimensional equations of motion for long internal waves in an incompressible, stratified fluid with hydrostatic balance, are given by

\[
\frac{D}{Dt} \vec{u} + \nabla P = 0, \quad P_z + \rho = 0, \quad \frac{d\rho}{dt} = 0, \quad \nabla \cdot \vec{u} + \omega_z = 0,
\]

where \( \vec{u} \) and \( \omega \) are the horizontal and vertical components of the velocity, respectively, \( P \) is the pressure, \( \rho \) the density, \( \nabla = (\partial_x, \partial_y) \) the horizontal gradient operator, and

\[
\frac{d}{dt} \frac{\partial}{\partial \rho} + \vec{u} \cdot \nabla + \omega z
\]

is the Lagrangian derivative following a particle.

Changing to isopycnal coordinates \((x, y, \rho, t)\), where the roles of the vertical coordinate \( z \) and the density \( \rho \) as independent and dependent variables are reversed, the equations become:

\[
\frac{D}{Dt} \vec{u} + \nabla M = 0, \quad M_{\rho} = \rho, \quad \rho_{\rho} + \vec{u} \cdot \nabla \rho = 0.
\]

Here \( \vec{u} = (u, v) \) is the horizontal component of the velocity field, \( \nabla = (\partial_x, \partial_y) \) is the gradient operator along isopycnals, \( D/Dt = \partial_t + \vec{u} \cdot \nabla \), and \( M \) is the Montgomery potential [35],

\[
M = P + \rho \omega.
\]

For flows which are irrotational along isopycnal surfaces, we introduce the velocity potential

\[
\vec{u} = \nabla \phi.
\]

Such a substitution allows us to integrate (10) once and eliminate \( \omega \), after which these equations reduce to the pair

\[
\phi_t + \frac{1}{2} |\nabla \phi|^2 + \frac{1}{\rho} \int \int \frac{\rho M_{\rho}}{\rho_{\rho}} \, d\rho_1 \, d\rho_2 = 0, \quad \Pi_t + \nabla \cdot (\Pi \nabla \phi) = 0,
\]

where we have introduced the variable

\[
\Pi = \rho M_{\rho} = \rho z_{\rho}.
\]
This variable \( \Pi \) has at least two physical interpretations. One is that of density in isopycnal coordinates, since

\[
\Pi \, d\rho = \rho \, dz.
\]

The other is that of a measure of the stratification, namely the relative distance between neighboring isopycnal surfaces, since this distance \( dz \) is given by

\[
dz = \Pi \frac{d\rho}{\rho}.
\]

Notice the similarity between (11) and the equations (8) for nonlinear shallow waters. Internal wave equations could be viewed as a system of infinitely many, coupled shallow water equations. This analogy allows us to identify a natural Hamiltonian structure for internal waves.

The variable \( \Pi \) is also the canonical conjugate of \( \phi \),

\[
\Pi_t = \delta H / \delta \phi, \quad \phi_t = -\delta H / \delta \Pi, \quad (12)
\]

under the Hamiltonian flow given by

\[
\mathcal{H} = \frac{1}{2} \iint (\Pi |\nabla \phi|^2 - \int (\frac{\Pi}{\rho} \, d\rho_1)^2) \, d\rho.
\]  

The first term in this Hamiltonian clearly corresponds to the kinetic energy of the flow; that the second term is in fact the potential energy follows from the simple calculation

\[
\frac{1}{2} \int (\frac{\Pi}{\rho} \, d\rho_1)^2 \, d\rho = \frac{1}{2} \int dz \, \rho z^2 \, d\rho = -\rho z \, dz + \frac{1}{2} \rho z^2 \bigg|_{\rho_b}^{\rho_t}.
\]

so

\[
-\frac{\rho(z_b)}{2} \int (\frac{\Pi}{\rho} \, d\rho_1)^2 \, d\rho = \int_{\rho_b}^{\rho_t} \rho z \, dz - \frac{1}{2} \rho z^2 \bigg|_{\rho_b}^{\rho_t}, \quad (14)
\]

where ‘b’ and ‘t’ stand for bottom and top, respectively, and the boundary conditions are usually such that the integrated term at the end is a constant.

2.4. Linear shallow waters in a rotating environment

In a rotating environment, the linearized shallow-water equations are

\[
\eta_t + \nabla \cdot \vec{u} = 0, \quad \vec{u}_t + \nabla \eta + \vec{u} \times = 0.
\]

Here

\[
\vec{u} = \begin{pmatrix} u \\ v \end{pmatrix}
\]

is the velocity field, and

\[
\vec{u} \times = \begin{pmatrix} -v \\ u \end{pmatrix}.
\]

The Coriolis parameter \( f \) has been absorbed in the non-dimensionalization of time, so it is effectively equal to 1.
These equations do not preserve vorticity, so irrotationality cannot be assumed. However, they preserve the potential vorticity
\[ q = \nu_x - u_y - \eta. \] (15)

The assumption corresponding to irrotationality in the non-rotating case is therefore that of zero potential vorticity, i.e., \( q = 0 \). We can in fact generalize this hypothesis, and consider an arbitrary, though constant, potential vorticity. We shall employ such generalization when we consider internal waves in a rotating environment. In order to exploit the irrotationality assumption, it is convenient to decompose the flow into a potential and a divergence-free part:
\[ \vec{u} = \nabla \phi + \nabla \perp \psi, \] (16)
where
\[ \nabla \perp = \begin{pmatrix} -\partial_y \\ \partial_x \end{pmatrix}. \] (17)
In terms of \( \phi \) and \( \psi \), the equations take the form
\[ \eta_t + \nabla \cdot (h\vec{u}) = 0, \]
\[ \vec{u}_t + (\vec{u} \cdot \nabla) \vec{u} + \nabla h + \vec{u}_\perp = 0. \] (24)

The condition of zero potential vorticity reads
\[ q = \nu_x - u_y - \eta = \Delta \psi - \eta = 0, \] (19)
so the system above reduces to
\[ \eta_t + \nabla \cdot (h\vec{u}) = 0, \]
\[ \phi_t + \eta - \Delta^{-1} \eta = 0. \] (21)
This system is Hamiltonian, with canonical variables \( \phi \) and \( \eta \), and Hamiltonian
\[ \mathcal{H} = \frac{1}{2} \int \left( \|
abla \phi + \nabla \Delta^{-1} \eta \|^2 + \eta^2 \right) dx. \] (22)
Again, the Hamiltonian agrees with the total energy of the system.

2.5. Rotating nonlinear shallow waters

The fully nonlinear equations for shallow waters in a rotating environment are
\[ h_t + \nabla \cdot (h \vec{u}) = 0, \]
\[ \vec{u}_t + (\vec{u} \cdot \nabla) \vec{u} + \nabla h + \vec{u}_\perp = 0. \] (24)

The statement of conservation of potential vorticity now takes the form (Section 12.2 in [35])
\[ \frac{D}{Dt} \left( \frac{1 + \nu_x - u_y}{h} \right) = 0. \] (25)
(That is: the total vorticity of a vertical column of water divided by its height remains constant as the column moves.)
The unperturbed state has
\[ q = \frac{1 + \nu_x - u_y}{h} = q_0. \]
where \( q_0 \) is an arbitrary potential vorticity, so this is the hypothesis to make for the analog of irrotational flows:

\[
q_0 h = 1 + v_z - u_z.
\]

We introduce the potentials \( \phi \) and \( \psi \) as in (16), and use the fact that

\[
(\vec{u} \cdot \nabla) \vec{u} = \frac{1}{2} \nabla |\nabla \phi + \nabla \psi| - \nabla |\nabla \phi - \nabla \psi| + \nabla h + \nabla \phi - \nabla \psi = 0.
\]

to rewrite (24) as

\[
\nabla \phi t + \nabla \psi t + \frac{1}{2} \nabla |\nabla \phi + \nabla \psi| + \nabla \psi t \nabla \theta \nabla = \nabla h + \nabla \phi - \nabla \psi = 0.
\]

Taking the divergence and the two-dimensional curl (\( \nabla \psi \cdot \nabla \psi \)) of the above equations, we obtain the following pair:

\[
\phi_t + \frac{1}{2} \frac{1}{\nabla \theta} \nabla \psi + \Delta \nabla \theta = 0,
\]

\[
\psi_t + \Delta \nabla \theta = 0.
\]

By noticing that

\[
-\psi = \Delta^{-1} \nabla (\nabla \psi - \nabla \phi),
\]

we can rewrite these equations, together with (23) in the form

\[
h_t + \nabla \cdot (h(h \nabla \phi + \nabla \psi)) = 0,
\]

\[
\phi_t + \frac{1}{2} \frac{1}{\nabla \theta} \nabla \psi + \Delta^{-1} (\nabla \psi - \nabla \phi) = 0,
\]

\[
\psi_t + \Delta \nabla \theta = 0.
\]

The constraint (26) on the potential vorticity takes the form

\[
1 + \Delta \psi = q_0 h,
\]

under the equations above reduce to the pair

\[
h_t + \nabla \cdot (h(h \nabla \phi + \nabla \psi)) = 0,
\]

\[
\phi_t + \frac{1}{2} \frac{1}{\nabla \theta} \nabla \psi + \Delta^{-1} (\nabla \psi - \nabla \phi) = 0,
\]

\[
\psi_t + \Delta \nabla \theta = 0.
\]

These equations are Hamiltonian, with conjugate variables \( \phi \) and \( h \), and Hamiltonian

\[
H = \frac{1}{2} \int (h \nabla \phi + \nabla \psi)^2 + (q_0 h + 1)^2 + \frac{1}{2} (h \nabla \phi - \nabla \psi)^2) d\mathbf{r},
\]

representing again the sum of kinetic and potential energies.

2.6. Nonlinear internal waves in a rotating environment

The equations for long internal waves in a rotating environment are particularly simple when written in the isopycnal coordinates \( (x, y, \rho, t) \); they take the form in (11) with an extra term \( \vec{u} \cdot \nabla \) due to the Coriolis force:

\[
\frac{D\vec{u}}{D\tau} + \vec{u} \cdot \nabla \int \int \left( \nabla \phi + \nabla \psi \right) d\mathbf{r} d\mathbf{r}' = 0,
\]

\[
\nabla \cdot (h \nabla \phi + \nabla \psi) = 0,
\]

where

\[
\Pi_0 = \Pi_0(h)
\]

is a reference stratification profile, that we introduce here for future convenience.
The expression for the potential vorticity in these coordinates is
\[ q = \frac{1 + v_x - u_y}{\Pi}, \]  
and it satisfies
\[ \frac{Dq}{Dt} = 0. \]  
Notice that the advection of potential vorticity in (31) takes place exclusively along isopycnal surfaces. Therefore, an initial distribution of potential vorticity which is constant on isopycnals, though varying across them, will never change. Hence we shall propose that
\[ q = q_0(\rho), \]  
where \( q_0(\rho) \) is an arbitrary function; i.e., one may assign any constant potential vorticity to each isopycnal surface. This is a highly non-trivial extension of the irrotational waves of the previous sections. Extending our description further to include general distributions of potential vorticity, varying even within surfaces of constant density, would necessarily complicate its Hamiltonian formulation, making it lose its natural simplicity. In fact, the problem of interaction between vorticity and waves is that of fully developed turbulence, which escapes the scope of our description. However, the “pancake-like” distributions of potential vorticity that we propose are common in stratified fluids, particularly the ocean and the atmosphere [30]. They arise due to the sharp contrast between the magnitudes of the turbulent diffusion along and across isopycnals. Thus potential vorticity is much more rapidly homogenized along isopycnals than vertically, yielding the “pancakes”. As we show below, even waves super-imposed on such a general and realistic distribution of potential vorticity admit a rather simple Hamiltonian description.

In order to isolate the wave dynamics satisfying the constraint (32), we decompose the flow into a potential and a divergence-free part as in (16). In terms of the potentials \( \phi \) and \( \psi \), (32) and (31) yield
\[ 1 + \Delta \psi = q_0 \Pi, \]  
and, repeating the same steps as in nonlinear rotating shallow waters, the equations in (29) reduce to
\[ \Pi_t + \nabla \cdot (\Pi (\nabla \phi + \nabla^\perp \psi)) = 0, \]  
\[ \phi_t + \frac{1}{2} \nabla \phi + \nabla^\perp |\nabla^\perp \psi|^2 + \Delta^{-1} \nabla \cdot [(1 + \Delta \phi)(\nabla^\perp \phi - \nabla \psi)] + \frac{1}{\rho} \int \int_\rho \frac{\Pi - \Pi_0}{\rho_1} \, d\rho_1 \, d\rho_2 = 0, \]  
\[ \psi_t + \Delta^{-1} \nabla^\perp \cdot [(1 + \Delta \phi)(\nabla^\perp \phi - \nabla \psi)] = 0. \]  
and, by using (33) it further reduce to the pair
\[ \Pi_t + \nabla \cdot (\Pi (\nabla \phi + \nabla^\perp \Delta^{-1} (q_0 \Pi - 1))) = 0, \]  
\[ \phi_t + \frac{1}{2} \nabla \phi + \nabla^\perp \Delta^{-1} (q_0 \Pi - 1) + \Delta^{-1} \nabla \cdot [q_0 \Pi \nabla^\perp \phi - \nabla \Delta^{-1} (q_0 \Pi - 1)] \]  
\[ + \frac{1}{\rho} \int \int_\rho \frac{\Pi - \Pi_0}{\rho_1} \, d\rho_1 \, d\rho_2 = 0. \]  
This pair is Hamiltonian, with conjugated variables \( \phi \) and \( \Pi \), i.e., it can be written as
\[ \Pi_t = \frac{\delta H}{\delta \phi}, \quad \phi_t = -\frac{\delta H}{\delta \Pi}. \]
where the Hamiltonian is given by

$$H = \int \left[ \frac{1}{2} \nabla \phi \cdot \nabla \Delta^{-1} (q_0 \Pi - 1)^2 \right] d\rho d\vec{r} - \frac{1}{2} \int \left[ \Pi - \frac{\Pi_0}{\rho_0} \right] d\rho d\vec{r}. \quad (36)$$

Again, this Hamiltonian represents the sum of the kinetic and potential energy of the flow.

Notice the similarity of our description of internal waves with the Hamiltonian formulation for free-surface waves introduced by Zakharov [36] and later by Miles [37]. There, it was shown that the free-surface displacement and the three-dimensional velocity potential evaluated at the free surface are canonical conjugate variables. In our case, the canonical conjugate variables are also a displacement and a velocity potential, though the velocity potential in (36) is for the two-dimensional flow along isopycnal surfaces, and the displacement is the relative distance between neighboring isopycnal surfaces, as described above.

Looking back, we could have included some vorticity from early on; there was no need to take it equal to zero, as the last section shows. For shallow waters, it could have been any constant; for internal waves, any function of the density. It is clear though that, if one wanted to include arbitrary vorticity distributions, one would need to go fully Lagrangian, to exploit the fact that vorticity is preserved along particle paths. This would make the Hamiltonian structure less appealingly simple.

The key steps taken here for finding a simple Hamiltonian structure for internal waves, could be summarized as follows:

1. To consider long waves in hydrostatic balance. Hydrostatic balance approximation, together with the choice of isopycnal coordinates, leads to a system of equations formally equivalent to an infinite collection of coupled shallow-water systems. This analogy allows us to generalize the relatively simple Hamiltonian structure of irrotational shallow-waters to the richer domain of internal waves.

2. To decouple waves from vorticity, by assuming the latter to be either zero, constant or uniform along isopycnal surfaces, with an arbitrary dependence on depth. This is facilitated by the choice of a flow description in isopycnal coordinates.

3. To realize that the potential $\phi$ is a good candidate canonical variable, and that its conjugate is the height $h$ for shallow waters, and the surrogate $\Pi$ for density in the isopycnal formulation of internal waves.

4. To introduce non-local operators into the Hamiltonian. These arise naturally from the “elliptic” constraints of hydrostatic balance and layered potential vorticity. Despite its unusual look, the Hamiltonian is invariably just the sum of the standard kinetic and potential energies, integrated over the domain.

The assumptions of hydrostatic balance and horizontally uniform background vorticity and shear, which simplify notoriously the description of the flows, are quite realistic for a wide range of ocean waves.

### 3. Weak turbulence theory

In this section, we apply the formalism of wave turbulence theory to derive a kinetic equation, describing the time evolution of the energy spectrum of internal waves. In order to do this, we need to assume that the waves are weakly nonlinear perturbations of a background state. In principle, we could adopt for this state an arbitrary background distribution of (layered) potential vorticity, vertical shear and stratification. The derivation is clearest, however, in the case with zero shear and zero potential vorticity, and a stratification profile with constant buoyancy frequency. The interesting dynamics of the more general case is the subject of present research.

To leading order in the perturbation, we obtain linear waves, with amplitudes modulated by the nonlinear interactions. These linear waves have, in general, a complex vertical structure (they are eigenfunctions of a differential eigenvalue problem), but reduce, in our case, to sines and cosines [38].
Let us now take (36) and rewrite it in dimensional form:

\[ H = \int \left[ \frac{1}{2} \Pi (\nabla \phi + \nabla^\perp \Delta^{-1} (q_0 \Pi - f))^2 - \frac{g}{2} \left( \int \rho \Pi - \Pi_0 \right) d\rho \right]^2 \]  

(37)

Here \( f \) is the Coriolis parameter, \( g \) is the acceleration due to gravity. Note that \( [\Pi] = \text{length} \), \( [\phi] = \text{length}^2 \text{time}^{-1} \).

The potential vorticity is, in dimensional form,

\[ q = f + v_x - u_y \Pi . \]

In the calculations that follow, we shall consider flows which are perturbations of a state at rest, stratified but without vorticity. When this is the case, \( v_x - u_y \) is zero to leading order, and we have the following relation between the potential vorticity profile \( q_0 \) and the stratification profile \( \Pi_0 \):

\[ q_0(\rho) = f \Pi_0(\rho). \]  

(38)

Moreover, the definition of \( \Pi \) implies that

\[ \Pi_0 = -\frac{g}{N^2} \]  

(39)

where \( N(\rho) \) is the buoyancy frequency, which we shall consider here to be a constant.

For the subsequent calculations it will be convenient to decompose the potential \( \Pi \) into its equilibrium value and its deviation from it. Therefore let us redefine

\[ \Pi \rightarrow \Pi_0 + \Pi. \]

Then the Hamiltonian takes the following form:

\[ H = \int d\mathbf{r} d\rho \left[ \frac{1}{2} \left( -\frac{g}{N^2} + \Pi \right) |\nabla \phi - \frac{N^2 f}{g} \nabla^\perp \Delta^{-1} \Pi|^2 - \frac{g}{2} \left( \int \rho \Pi - \Pi_0 \right) d\rho \right]^2 \]  

(40)

It can be represented as a sum of a quadratic and a cubic part:

\[ H = H_{\text{linear}} + H_{\text{cubic}}. \]

\[ H_{\text{linear}} = \int d\mathbf{r} d\rho \left[ -\frac{g}{2N^2} \left| \nabla \phi - \frac{N^2 f}{g} \nabla^\perp \Delta^{-1} \Pi \right|^2 - \frac{g}{2} \left( \int \rho \Pi - \Pi_0 \right) d\rho \right]^2, \]

\[ H_{\text{cubic}} = \frac{1}{2} \int d\mathbf{r} d\rho \left| \nabla \phi - \frac{N^2 f}{g} \nabla^\perp \Delta^{-1} \Pi \right|^2. \]  

(41)

Let us use the Fourier transformation:

\[ \Pi(\mathbf{r}, \rho) = \frac{1}{(2\pi)^{3/2}} \int \hat{\Pi}_k e^{i \hat{\mathbf{k}} \cdot \mathbf{r}} \hat{\rho}, \quad \phi(\mathbf{r}, \rho) = \frac{1}{(2\pi)^{3/2}} \int \hat{\phi}_k e^{i \hat{\mathbf{k}} \cdot \mathbf{r}} \hat{\rho}, \quad \hat{\rho} = \hat{\mathbf{k}}, \quad \hat{\mathbf{k}} = (\xi, \eta, \zeta). \]

Note that the operator \( \nabla^\perp \Delta^{-1} \Pi \) has a simple representation in Fourier space:

\[ \nabla^\perp \Delta^{-1} \Pi(\hat{\mathbf{k}}) = -\frac{1}{(2\pi)^{3/2}} \int \hat{\mathbf{\hat{\phi}}}_k \hat{\mathbf{k}}^\perp \cdot \hat{\mathbf{\hat{\phi}}} \Pi(\hat{\mathbf{\hat{\rho}}}), \quad \hat{\mathbf{\hat{\phi}}} = (-\xi, \eta, \zeta). \]
Since in the ocean, \( \rho \) deviates from its equilibrium value \( \rho_0 \) by no more than 3\%, it is natural to make the Boussinesq approximation, replacing the density by a reference value \( \rho_0 \):

\[
\frac{g}{2} \left| \int \Pi \rho_0 \, d\rho \right| \approx \frac{g}{2 \rho_0} \left| \int \Pi \, d\rho \right|.
\]

Then

\[
\mathcal{H}_{\text{linear}} = -\frac{1}{2} \int d\vec{p} \left( \frac{g}{2\sqrt{f}} (\vec{a} \cdot \vec{a})^2 + \frac{g^2 f^2}{\rho_0 m^2} \left| \Pi \right|^2 \right),
\]

\[
\mathcal{H}_{\text{nonlinear}} = \frac{1}{2} \int d\vec{p}_1 d\vec{p}_2 d\vec{p}_3 \delta(\vec{p}_1 + \vec{p}_2 + \vec{p}_3) \left( -\vec{k}_2 \cdot \vec{k}_3 \Pi_1 \phi_2 \phi_3 - \frac{N^2 f^2}{g} \frac{\vec{k}_2 \cdot \vec{k}_3}{\vec{k}_1^2} \Pi_1 \Pi_2 \Pi_3 - \frac{2}{g} \frac{\vec{k}_2 \cdot \vec{k}_3}{\vec{k}_1^2} \Pi_1 \phi_2 \Pi_3 \phi_3 \right).
\]

(42)

From now on it will be convenient to use the following short-hand notation:

1. \( \int d123 \) instead of \( d\vec{p}_1 d\vec{p}_2 d\vec{p}_3 \),
2. \( \delta(\vec{p}_1 + \vec{p}_2 + \vec{p}_3) \) instead of \( \delta(\vec{p}_1 + \vec{p}_2 + \vec{p}_3) \),
3. \( \Pi_i \) and \( \Phi_i \) instead of \( \Pi_{\vec{p}_i} \) and \( \Phi_{\vec{p}_i} \).

Then the last formula can be written in a more compact form:

\[
\mathcal{H}_{\text{nonlinear}} = \frac{1}{2} \int d1231_{i+2+3} \left( -\vec{k}_2 \cdot \vec{k}_3 \Pi_1 \phi_2 \phi_3 - \frac{N^2 f^2}{g^2} \frac{\vec{k}_2 \cdot \vec{k}_3}{\vec{k}_1^2} \Pi_1 \Pi_2 \Pi_3 - \frac{2}{g} \frac{\vec{k}_2 \cdot \vec{k}_3}{\vec{k}_1^2} \Pi_1 \phi_2 \Pi_3 \phi_3 \right).
\]

(43)

The canonical equations of motions (12) form a pair of real equations. Their Fourier transformation gives a pair of two complex equations, yet not independent. To reduce this pair to one complex equation, one performs the transformation

\[
\begin{align*}
\phi_\vec{p} &= \frac{1}{\sqrt{2 \sqrt{f}}} (a_\vec{p} - a_\vec{p}^*) \quad \Pi_\vec{p} = \sqrt{2 \sqrt{f}} (a_\vec{p} + a_\vec{p}^*).
\end{align*}
\]

(44)

Here \( f_\vec{p} \) is a real, positive, even, and otherwise arbitrary function.

This transformation turns the pair of canonical equation of motion (12) into a single equation for the complex variable \( a_\vec{p} \):

\[
\frac{\partial}{\partial t} a_\vec{p} = \frac{\partial \mathcal{H}}{\partial \Pi_\vec{p}}
\]

(45)

The following choice of \( f_\vec{p} \)

\[
f_\vec{p} = \sqrt{\frac{gk^2}{N^2}} \left( \frac{N^2 f^2}{gk^2} + \frac{g}{\rho_0 m^2} \right)^{-1}
\]

diagonalizes the quadratic part of a Hamiltonian, bringing it to the following form:

\[
\mathcal{H}_{\text{linear}} = \int \left( a_\vec{p} (a_\vec{p}^*)^2 \right) d\vec{p},
\]
where \( \omega_p \) is the dispersion relation for linear internal waves in isopycnal coordinates:
\[
\omega_p = \sqrt{f^2 + \frac{g^2k^2}{\rho_0 N^2}}
\]  
(46)

(In the more familiar Eulerian framework, the dispersion relation transforms into
\[
\omega_p = \sqrt{f^2 + \frac{N^2k^2}{m^2}}
\]
where \( m \), the vertical wavenumber in \( z \) coordinates, is given by \( m = -g/\rho_0 N^2 \).

With such a choice of \( f_p \), the transformations (44) take the following form:
\[
\Phi_p = \frac{iN_0 a^0}{\sqrt{fgk}}(a_p - a^0_p), \quad \Pi_p = \frac{gk}{2\rho_0 N^2}(a^0_p + \Delta^2_p).
\]  
(47)

In terms of \( a^0_p \), the Hamiltonian (42) reads
\[
\mathcal{H} = \int a^0_p(a^0_p) d\vec{p} + \int V_{\ast g} a^0_p \left( a^0_p a^0_p a^0_p + a^0_p \right) \, d\vec{p}_{12} + \int U_{\ast} a^0_p \left( a^0_p a^0_p a^0_p + a^0_p \right) \, d\vec{p}_{12}.
\]  
(48)

This is a standard three-wave Hamiltonian of wave turbulence theory. The calculation of the interaction coefficients is a straightforward task, yielding
\[
V_{12}^0 = J_{12}^0 + K_{12}^0, \quad J_{12}^0 = \frac{N_0}{4\sqrt{fgk}} \left( \frac{k_1}{k_2} \right) \left( \frac{a^0_p}{a^0_p} \right) \left( \frac{a^0_p}{a^0_p} \right) \left( \frac{a^0_p}{a^0_p} \right),
\]
\[
K_{12}^0 = \left[ \frac{N_0}{4\sqrt{fgk}} \left( \frac{k_1}{k_2} \right) \left( \frac{a^0_p}{a^0_p} \right) \left( \frac{a^0_p}{a^0_p} \right) \left( \frac{a^0_p}{a^0_p} \right) \right],
\]  
(49)

where we have used the fact that \( k_1 = k_2 + k_3 \).

We would like to point out that the field Eq. (45) with the three-wave Hamiltonian (48), (49) and (46) are equivalent to the primitive equations of motion for internal waves (29) (up to the hydrostatic balance and Boussinesq approximation); whereas the work reviewed in [10] instead resorted to a small displacement approximation to arrive at similar equations. We will argue elsewhere that this extra hypothesis, when combined with an assumption of separation of scales, leads to the questions of formal validity of small amplitude expansion observed in [10].

Furthermore, our approach explicitly preserves all the symmetries of the original primitive equations, like mass, energy and potential vorticity conservation, as well as incompressibility, whereas Lagrangian approaches based on small-displacement expansion can only maintain approximate conservation of these symmetries.

Following wave turbulence theory, one proposes a perturbation expansion in the amplitude of the nonlinearity. This expansion gives to leading order, linear waves. Then one allows the amplitude of the waves to be slowly modulated by resonant nonlinear interactions. This modulation is described by an approximate kinetic equation [39] for the “number of waves” or wave-action \( n_p \), defined by
\[
n_p (p - p_i) = \langle a_p^0 \rangle.
\]
This kinetic equation is the classical analog of the Boltzmann collision integral. The basic ideas for writing down the kinetic equation to describe how weakly interacting waves share their energies go back to Peierls. The modern theory has its origin in the works of Hasselmann [40,41], Benney and Saffmann [42], Kadomtsev [43], Zakharov [36,39,44], Benney and Newell [45] and Newell [46]. The derivation of kinetic equations using the wave turbulence formalism can be found, for instance, in [39,47]. For the three-wave Hamiltonian (48), the kinetic equation reads:

\[
\frac{dn_{p}}{dt} = \pi \int |V_{p12}|^2 f_{p12} \delta(p_{12} - p_{1} - p_{2}) dp_{12},
\]

\[
-2\pi \int |V_{p12}|^2 f_{p12} \delta(p_{12} - p_{1} - p_{2}) dp_{12},
\]

(50)

where \( f_{p12} = n_{p} n_{p} - n_{0} n_{p} + n_{p} \).

Assuming horizontal isotropy, one can average (50) over all horizontal angles, obtaining

\[
\frac{dn_{p}}{dt} = \frac{1}{k} \int (R^{12} - R^{12}_{12}) dk_1 dk_2 dm_1 dm_2,
\]

\[
R^{12} = \left( \Delta k^{12} \right)^{1/2} \left( \omega p_{12} - \omega_{p_{1}} - \omega_{p_{2}} \right) f_{p12} |V_{p12}|^2 \delta(k_{1} k_{2} k_{3} L),
\]

\[
\Delta k^{12} = \delta(k_{1} - k_{2} - k_{3})
\]

\[
\equiv \delta(k - k_{1} - k_{2}) dk_{1} dk_{2},
\]

\[
\Delta k_{12} = \frac{1}{2} \left( k_{1}^2 + k_{2}^2 + (k_{1} k_{2})^2 \right) - k_{1}^2 - k_{2}^2.
\]

(51)

4. The high-frequency limit of the kinetic equations

The kinetic equation above describes general internal waves interacting in a rotating environment. However, as the frequency \( \omega \) approaches the Coriolis parameter \( f \), we also approach the scales where the ocean is actually forced. Hence the validity of the unforced kinetic equation in this range is questionable. Also, for small frequencies, the equations are strongly not scale invariant, which renders their analytical treatment more difficult. In this section, we shall concentrate on the high-frequency limit \( \omega \gg f \), for which universality and scale invariance are more likely to develop. In fact, it is in this limit that we have found an exact steady solution in closed form in [20], and a family of solutions including the GM spectrum in [21]. Our reason for considering this limit again here is that we would like to write down the leading corrections brought about by the Coriolis term. It is highly plausible that these corrections will provide a clue to the selection process yielding the GM spectrum from the complete family of solutions to the non-rotating scenario.

In the high-frequency limit \( \omega \gg f \), (46) becomes

\[
\omega_{p_{12}} \equiv \omega_{k_{12}} = \frac{g k}{N n_{0} |m|}.
\]

Furthermore, to leading order, the matrix element (49) retains only its first term, \( \phi_{12} \). This is due to the fact that the second \( \phi_{2} \) and third \( \phi_{3} \) terms are proportional to \( f^2 \) and \( f \), respectively, and \( f \) is negligible in the high-frequency limit.

Indeed if one changes variables in (49) so that

\[
\omega_{k_{12}} \equiv N \xi_{k_{12}},
\]

rescaling the frequencies in terms of the buoyancy frequency \( N \), and similarly one introduces

\[
\xi_{k_{12}} = \frac{\xi_{k_{12}}}{\xi_{k}}.
\]
i.e., non-dimensionalizing the horizontal wavevectors in terms of some distance \( L \) to be determined, then

\[
W_{13}^{\parallel} = I_{13}^{\parallel} + J_{13}^{\parallel} + K_{13}^{\parallel}, \quad I_{13}^{\parallel} = \frac{N^{3/2}}{4\sqrt{2gL}} \left( \frac{\hat{z}_2}{\hat{z}_1} \frac{\hat{z}_3}{\hat{z}_1} \frac{\hat{z}_4}{\hat{z}_1} + \frac{\hat{z}_1}{\hat{z}_1} \frac{\hat{z}_3}{\hat{z}_1} \frac{\hat{z}_4}{\hat{z}_1} + \frac{\hat{z}_1}{\hat{z}_1} \frac{\hat{z}_2}{\hat{z}_1} \frac{\hat{z}_4}{\hat{z}_1} \right),
\]

\[
J_{13}^{\parallel} = \frac{N^{3/2}}{4\sqrt{2gN^2}} \frac{f^2}{\sqrt{2gL}} \left( \frac{\hat{z}_2}{\hat{z}_1} \frac{\hat{z}_3}{\hat{z}_1} \frac{\hat{z}_4}{\hat{z}_1} - \frac{\hat{z}_1}{\hat{z}_1} \frac{\hat{z}_3}{\hat{z}_1} \frac{\hat{z}_4}{\hat{z}_1} - \frac{\hat{z}_1}{\hat{z}_1} \frac{\hat{z}_2}{\hat{z}_1} \frac{\hat{z}_4}{\hat{z}_1} \right),
\]

\[
K_{13}^{\parallel} = \frac{N^{3/2}}{L\sqrt{2gN^2}} \frac{f^2}{\sqrt{2gL}} \left( \frac{\hat{z}_2}{\hat{z}_1} \frac{\hat{z}_3}{\hat{z}_1} \frac{\hat{z}_4}{\hat{z}_1} + \frac{\hat{z}_1}{\hat{z}_1} \frac{\hat{z}_3}{\hat{z}_1} \frac{\hat{z}_4}{\hat{z}_1} + \frac{\hat{z}_1}{\hat{z}_1} \frac{\hat{z}_2}{\hat{z}_1} \frac{\hat{z}_4}{\hat{z}_1} \right).
\]

Note that \( K_{13}^{\parallel} \) is proportional to \((f/N)\) and \( J_{13}^{\parallel} \) is proportional to \((f/N)^2\). Taking into account that, in the real ocean, \( f/N \approx 1/100 \) we see that \( J_{13}^{\parallel} \) and \( K_{13}^{\parallel} \) term could safely be neglected from the matrix element in the high-frequency limit.

If one neglects both the \( J_{13}^{\parallel} \) and the \( K_{13}^{\parallel} \) terms, we arrive at the kinetic equation derived in [20] and studied further in [21], corresponding to a non-rotating environment.

If we assume that \( n_p \) is given by the power-law anisotropic distribution

\[
n_{\mathbf{k},m} = |\mathbf{k}|^{x} |m|^{y}, \quad (52)
\]

then the exponents \( x \) and \( y \) have to be such that (52) is a stationary solution to (51) in the high-frequency limit. With the help of the Zakharov–Kuznetsov conformal mapping [36,44,48] it was shown in [20] that a particular choice, \( x = -7/2, y = -1/2 \), renders the right-hand side of (51) to be identical zero. Therefore the following wave action spectrum constitutes an exact steady-state solution of (51)

\[
n_{\mathbf{k},m} = n_0 |\mathbf{k}|^{-7/2} |m|^{-1/2}, \quad (53)
\]

These power spectra make physical sense only when the collision integral converges, a condition often referred to as locality. This is because Zakharov–Kuznetsov conformal mapping is not an equivalence transformation and can generate spurious solutions. To ensure that the found solution is not spurious, we have checked that this locality condition is indeed satisfied for the power law solution found above. See [49] for an account of necessary conditions, such as stability and evolotion locality, for these solutions to be physically realizable.

However, as pointed out by A.A. Kanashov (see [39], page 121), the set of steady-state solutions to the kinetic equation in cylindrical symmetry is not limited to one isolated point in \( (x, y) \) space. This set corresponds instead to a curve in \( (x, y) \) plane, where the collision integral surface \( z = H(x, y) \) crosses a plane \( z = 0 \). The corresponding curve, in the context of Rossby waves, was found numerically in the work of Nazarenko and Balk [49]. This was the first example of a numerically calculated family of steady-state solutions to non-isotropic kinetic equations. The curve for the internal wave kinetic equation was obtained in [21] by means of numerical integration of (51) for the set of power-law solutions (52).

Remarkably, the high-frequency limit of the Garrett–Munk spectrum, \( x = 4, y = 0 \), turns out to be a member of this family of steady-state solutions of the kinetic Eq. (51).

5. Conclusions

We have developed a quite general, natural Hamiltonian formalism for internal waves in a stratified, rotating environment. Our formulation gains much in simplicity, by restricting consideration to flows in hydrostatic balance, superimposed on a vertically arbitrary, but horizontally uniform shear and vorticity fields. The resulting Hamiltonian
inherits much of the structure of the shallow-water equations, though with one extra vertical dimension. The use of isopycnal coordinates, whereby the depth $z$ is replaced by the density $\rho$ as the independent vertical coordinate, allows for a straightforward separation of the dynamics of waves and vorticity, by assuming the latter to be uniform on surfaces of constant density. Hamiltonian formulations have also proved useful in atmospheric theory; see for example [50,51].

This Hamiltonian formulation allows us to derive a kinetic equation for the time evolution of the spectral energy density. In the limit of high frequencies, when the effects of the rotation of the Earth lose significance, exact steady solutions to this kinetic equation can be found, corresponding to the direct cascade of energy toward the short scales. This Kolmogorov-like family of spectra includes the empirically based prediction of Garrett and Munk, as well as much of the pattern of observed variability around it. It is conjectured that the selection principle yielding the GM spectrum from this bigger family may involve a solvability condition related to the small corrections due to the Coriolis effect. A full investigation of this issue, however, lies beyond the scope of the present article.
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